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Abstract

This research presents novel algorithms which generate sentences in a natural language, using natural language generation techniques. The purpose of the algorithms is to benefit foreign language learning. As far as we can tell, ours is the first such research being done in the field. In creating the algorithms, we also developed a piece of software to showcase the work and allow testing by users. The main algorithm begins by generating sentence models by using one of two methods, namely modeled sentence generation and semantic sentence generation. Each of these have benefits and drawbacks, which the user must take into consideration when generating sentences. When the models are generated, they are filled in word by word using a conjugation algorithm. The completed sentences are then returned to the user and may then be translated. There is still much work to do before we will be satisfied with the algorithms, but our research shows that it is possible to use natural language generation techniques to benefit foreign language learning.
Chapter 1

Introduction

The study of another language opens one's mind to new cultures and ways of life. Ancient languages can widen a student's perspective even further. Not only do they take the reader around the world, but they also take them back in time. There are great benefits to studying these languages.

One of the best ways to become familiar with a language is through practice. However, in the case of ancient languages, it is nearly impossible to find someone who is able and willing to communicate with the student. This leaves one option: he or she must find texts to translate in order to keep up their knowledge of the language. The problem with this method is that it can be burdensome to find a piece of literature in the target language every time he or she wants to practice. For some rarer languages, it can be a near impossible task. For example, in Ugaritic, the only existing manuscripts are those from the ancient city of Ugarit, dating from the fourteenth to twelfth century[28].

We propose a new method for translation practice, natural language generation for foreign language learning. By utilizing natural language generation techniques, we have constructed novel software with which students of foreign languages can practice translating sentences that are not found in any corpus. As far as we can tell, ours is the first such utilization of natural language generation to benefit foreign language learning. The sentences are constructed based on existing literature of the desired language, using its vocabulary, syntax, and style. The result is an algorithm that can construct sentences found nowhere in the existing literature, but that are of a related style such that they can be used by students to maintain their language skills.

This chapter provides a brief history of natural language processing and generation. It also gives an overview of work related to the nature of this product. Much of the background information in this chapter comes from Jurafsky’s Speech and Language Processing[13].

1.1 Background Information

The nature of this project is rooted deeply in the existing field of computer science called natural language processing (NLP). Therefore, it is important to understand previous work that has been done in this field related to foreign language generation. To the best of our knowledge, the use of natural language generation to assist students in foreign language has
never been used. There are, however, similar fields that have influenced this project.

1.1.1 Natural Language Processing

The field of natural language processing is one of the oldest fields of study in computer science. It grew out of the work of several pioneers of computers, including Turing, Kleene, and Chomsky. When the idea of automatons, theoretical machines that could model various processes, grew out of Turing’s work, people almost immediately began applying it to linguistic study. For example, in 1943 McCulloch and Pitts used automaton to study and model the behavior of propositional logic. Kleene developed both the ideas of finite automata and regular expressions as ways to model regular languages. Chomsky went further, and developed ways to represent deeper levels of languages, including context-free languages. There were various other branches of NLP developed during this period, including speech processing and optical recognition; however, they are unrelated to this project and will not be discussed. The interested reader should look into the introductory chapters of NLP textbooks for further information.

After Chomsky, the field divided into two main branches. First were those who used symbolic methods of research. These were researchers who, like Chomsky and others, developed automatata and other theoretical machines to complete tasks. Those who worked in formal language theory developed processes that worked mainly with parsing problems, which parsed and labeled words based on their parts of speech or some other factor. Others, working in artificial intelligence (AI), created processes to handle reasoning and logic-based problems. These became foundational in question-answering systems and similar work.

The second group used stochastic methods of research. These were people who applied probability-based solutions to their problems. Emerging mainly from a statistical background, this area gave rise to several important methods for probability used in NLP today, including the application of the Bayesian method to NLP problems. One of the key problems addressed by this group involved sequence probabilities, and was used in both optical character recognition (OCR) and authorship attribution.

In the 1970s, four main areas of research emerged. Because of its probabilistic nature, the stochastic researchers began to explore the problem of speech recognition. The work done in this field augmented other areas of research, bringing the hidden Markov model (HMM) and noisy channel algorithms to light.

Another area dealt with logic-based programming in more detail. Having already been given heavy attention by researchers of AI, this field already had a solid base going into this new era. One of the major breakthroughs during this new decade was the development of the metamorphosis grammar, the predecessor of the definite clause grammar, which played an important role in the development of feature structure unification, an important part of this project.

Third was the ascent of natural language understanding. This field was related to that of logic-based programming; however, instead of simply realizing the logic behind statements, natural language understanding allowed programmers to perform actions based on natural language commands. This field saw the development of the first major grammar of English, and was also an important reason predicate logic began to be used in semantic representations.
Finally, this decade saw the beginning of discourse modeling. Researchers in this field attempted to create algorithms that could understand discourse structure and focus, as well as the related problems of reference resolution and speech act theory in discourse.

The next major research shift happened in the late 1990s. Up to this time, the various camps of NLP had slowly begun to blend together. This process was accelerated at the end of the millennium (as is continuing to occur) as researchers grew more connected. New problems emerged, revolving around the Internet and how information was to be retrieved effectively. As computers sped up and became more powerful, researchers were able to utilize new techniques that would have been impossibly slow on old machines.

In the new millennium, much of the research done in NLP involved machine learning. Researchers were becoming interested in discovering how much a computer could learn and relay information to the user. Because machine learning requires large portions of training material to effectively create algorithms, and because of the new ease in sharing information, the past fifteen years have seen a tremendous increase in the amount of training material, both labeled and unlabeled, available to researchers.

1.1.2 Natural Language Generation

Throughout the decades of NLP research, other research areas have arisen. One of these is natural language generation (NLG). This field is the main focus of our research, and therefore we will give a brief history of the field, separate from the history we have given of NLP above. While some work was done in the early years of NLP, it was very primitive and impacted the overall field very little. It was not until the 1960s that meaningful work began to be produced.

Early work in this field involved machine translation. Researchers were interested in finding the best ways to translate between two languages and produce coherent, grammatically correct sentences. The 1960s saw the first breakthrough of NLG in this field, as researchers began to use grammars to produce well-formed sentences.

Most of the work in NLG of the past fifty years consisted of the construction of text representing non-linguistic data in a readable form. Therefore, most research was done in order to develop better methods of relating this data to some user. In the early period of NLG, researchers equated the field to natural language understanding, thinking that by making the system understand the data it would be able to better output the data.

However, in the early 1980s, many researchers began to realize that a good NLG system could not easily be constructed out of an understanding system. Therefore, researchers began to research the field independently. Work was done on large systems at first, but most of these were scrapped as researchers noted that until they could develop small, focused systems, they would not be able to develop systems to work with wide knowledge bases.

Researchers in the field soon realized they were right about NLG being separate from understanding tasks. In order to relay information to the user after understanding the information, researchers knew that much work would have to be done to create both working algorithms, and ones that could do the work efficiently. However, after separating the branches, researchers noticed that by giving the system only a small understanding of the knowledge base, good text could still be generated. Therefore, most of the work of the past
twenty years has consisted of creating accurate, well-formed text, as opposed to making the systems understand the knowledge behind the text.

1.1.3 Related Work

As far as we can tell, our work is a new area of research in natural language processing. There are related systems in NLG, but none generate sentences in a foreign language for the purpose of practice translation.

Currently, the most well-known software for foreign language learning is Rosetta Stone[2]. This program attempts to teach students foreign languages through a process known as spaced repetition. In this process, new vocabulary or grammatical concepts are shown to the student, and, depending on whether it was answered correctly or incorrectly, an algorithmic method determines how long the program must wait before showing the question again. The more often a question is answered correctly, the less often it is shown. Some flashcard programs also use spaced repetition, including Anki[8], Mnemosyne[1], and SuperMemo[3]. All of these, however, require programmers or users to manually enter the data (or import it from another source) for the questions, and do not rely on NLG techniques.

Natural language generation has played a role in machine translation. In this field, a hierarchy of methods has been theorized. At the base is direct translation, where individual words are translated one by one. This is extremely rudimentary and lacks any need for structured generation. The second level is syntactic translation. At this level, phrases are translated into the target language, accounting for differences in grammatical rules. This is currently the most widespread model of translation, and relies on NLG to generate a grammatically correct translated document. The third and fourth levels of translation use semantic meanings to translate, first translating into an abstract language that represents the meaning of the sentence, then translating into the target language using this meaning. Few systems have implemented this type of translation, and those that have are small, domain specific systems. This is currently an important field of research.

Aside from its use in translation, NLG is mainly used in three key areas: question-answering systems, conversational agents, and data summarization. These three are parts of overlapping fields of research, and all have seen important applications during their development. Question-answering systems are just what they seem; a user queries the system and the system replies with the answer. User queries can take several forms, from simple keyword systems to complex natural language statements. The system takes the query and analyzes its knowledge base to return an answer in natural language.

The second field of research involves conversational agents. Conversational agents are systems with which the user can converse. They can take many forms, from simple, one-line joke generators (currently a popular use of NLG) to complex tutorial systems. These agents have several parallels with question-answering systems, in that sometimes they must answer user questions. However, question-answering systems are typically reliant on a single query, while conversational agents must be able to analyze the surrounding context to determine the nature of a question. Neither are all conversational agents purely interested in answering questions correctly, or even at all. Some agents, especially ones which are interested only in researching well-formed generation methods, create systems that, when asked something by the user, turn the asker’s words around, dodging the question.
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The final research area is data summarization. This is probably the most popular area of research in NLG. Researchers develop tools for summarizing and describing data. Because question-answering systems rely on representing data to the user, they will often use methods developed in this field. However, data summarization is much broader than systems designed to answer user queries. These systems are not only used to represent data sets in natural language, but also to summarize existing documents, finding the key points and structures of the document and providing a brief abstract.

As can be seen, the areas of research in natural language generation are very broad. However, none have yet attempted to use NLG methods in foreign language learning. Therefore, while there are many algorithms with which to base our new area of research, the field itself is a novel contribution to natural language generation, as well as to its parent field, natural language processing.

1.2 What is to Come

The next chapter describes the layout of the graphical user interface and gives a description of the overall sentence generation algorithm. We dedicate two chapters to describing the two model generation methods, modeled sentence generation and semantic sentence generation; we explain the process of filling in sentence models with actual words in Chapter Five. Then, Chapter Six gives a description of the system as we implemented it, including our choice of corpora and the development process. We conclude with a description of the remaining problems and future work planned for the project.

In addition to the main text of this work, we include three appendices. The first is the Getting Started Guide document, which is to be provided with the program when distributed to users. Second is the Software Requirements Specification document, which was created before development started to outline the requirements of the system. Finally, we include a test suite, containing example sentences generated by each method.

A CD containing the software described is included with this text. In order to run this software, the user must have Python 2.7 installed on their system. For installation instructions, see Appendix A.
Chapter 2

User Interaction and Top-Level Design

We start the discussion of our program design by describing the top-level functionalities of the system. First, we discuss the reasoning behind the graphical user interface (GUI) layout. Then we examine the main algorithm, discussing the process it follows in calling sub-methods that, together, generate a sentence that is returned to the user.

2.1 Layout of the GUI

Despite the thousands of lines of code required to make the system run, most users will not think beyond the layout that makes up the main window. Because of this, we designed the GUI such that users of any level of technical skill can take full advantage of it. Figure 2.1 shows a screenshot of the program's GUI.

The first thing the user will notice are two large text boxes in the center of the screen. The top box, a read-only field labeled “Sentence”, will hold one of the sentences generated by the program. The second box, labeled “Translation”, will hold the user's (optional) translation of that sentence. We wanted to make the two boxes as self-explanatory as possible, and hope that the labels make their roles clear.

After the text boxes, the user's attention will be directed to the bottom of the window, where there is an array of buttons and sliders. Each of these are labeled and, with the help of frames, guide the user in their meaning. The “Previous” and “Next” buttons navigate to backward and forward, respectively, in the list of generated sentences. Upon reaching the beginning or end of the list, the system cycles back to the other end for a continuous loop.

A feature that we decided would be helpful for the user is to have the system automatically save translations when navigating forward and backward. Therefore, any time the “Previous” or “Next” buttons are pressed, the system stores the user translations in memory, with the same key as the sentence. Then, whenever the displayed sentence is changed, the system must simply lookup the key of the current sentence in the saved translations and output them into the bottom box. The user need not worry about having to save their work as they go.

This feature is limited only to the current session, however. Should the user close the
software or choose to generate new sentences, the current list will be lost. Therefore, we have also included two other buttons: one to allow the user to save their current session, and another to allow the user to open a previously saved session.

Because there are several times when the user could potentially lose their work, we have chosen to include a notification feature that warns the user if his or her current session will be erased by their action. It gives them the opportunity to either continue without saving, continue after saving, or cancel the action. This notification will appear before generating new sentences, opening a saved session, or closing the software.

There is one other time when translations could be lost. If the program crashes without giving the user a chance to save their work, it will be lost. We have included an auto save functionality that, whenever a user changes the current sentence, saves the current session into an automatically generated recovery file. The user will then be able to open this file on their next load of the program should it crash.

The remainder of buttons and sliders at the bottom of the screen have to do with sentence generation. The "Generate" button triggers the program to generate and output sentences to the main window. The other objects allow the user to select various options regarding the generated sentences. First, the "Number" slider allows the user to specify the number of sentences that should be output. The "Complexity" slider determines the complexity of the sentences generated. At present, this simply determines the maximum length of generated sentences, but in future versions it will take into account other variables as well. The "Weighted" checkbox enables the user to choose whether or not sentences' vocabulary selection will be based on word frequencies. Finally, the radio buttons which switch between
"Semantic" and "Modelled" determine the type of generation to be used. We describe these two types of generation briefly in Section 2.3, and expand on them in Chapters 3 and 4. The processes that the various parts of the GUI run are shown in Figure 2.2.

In all, our hope for the GUI was to design an interface with which the user may begin working with the system immediately. We will continue to fine-tune it, and, as new features are added, likely group functionalities into other designs.

2.2 The Sentence Generation Algorithm

When the user clicks on the button that makes the system generate sentences, all they notice is a delay, followed by the sudden appearance of a sentence in the top box. However, there is a great deal of work happening behind the scenes during this delay. When the system triggers sentence generation, the main algorithm runs. Figure 2.3 gives an overview of the steps in this algorithm, which will be described throughout the remainder of the text.

The system allows the user to select between two types of sentence generation. There are two differences between the models: when sentence models are generated and the method of sentence model generation. The latter will be covered in subsequent chapters; here, we examine when sentence models are generated.

Both methods of generation follow a similar process after the sentence model has been chosen. The sentence model will be of a form similar to that shown in Figure 2.4. The model is a list of "words"; words are a list of feature structures. These feature structures contain the data required by the algorithm to form the final, conjugated words returned as part of the generated sentences. Features can be several things, depending on the language. The full list of features used in generating Greek sentences is given in Figure 2.5. One who knows Greek can see that not all of these can coexist in every Greek word; indeed, not every feature needs to have a value filled for the algorithm to run. In the case that a feature is left blank, the algorithm chooses a legal random value to place in the feature. Feature structures of one word can also be made to agree with other words' feature structures, so as to create grammatically correct sentences.

When the sentence model is filled, then the system will replace each "word" of the model with an actual Greek word. Much more will be said about this process and that of feature structure construction in Chapter 5. The algorithm replaces each word in the model, and when finished, returns the generated sentence. The entire process is repeated for each sentence that must be generated, based on how many the user requested. When finished, a list of the generated sentences is returned, and the user may then view them on the GUI.

2.3 Modelled vs. Semantic Generation

The next two chapters will provide in depth descriptions of both the modeled and semantic generation methods. Therefore, in this section we will simply provide a brief definition of both methods, as well as the benefits and drawbacks of using each.

The first method is modeled sentence generation. This method chooses sentence models from a set of premade models included with the system. The models are taken directly from
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text in the original language; the system analyzes these texts and generates sentence models that are as flexible as possible, while still generating syntactically correct sentences.

This method has a few benefits. First, because it is taken directly from the source language, the syntax of the generated sentences will match almost perfectly with that of the target language. Not only that, but because the sentence models are already formed, the system will be able to skip the formation step, saving a great deal of time in generation. The flaws of this method are notable, however. Because the models only represent syntax, the sentences will rarely make sense semantically. They are also less flexible than the sentences generated with the semantic method, as there will only be a finite number of models with which to draw from.

In order to remedy the flaws of the former method, we developed the semantic sentence generation method. This process starts with a context-free grammar (CFG), distributed with the system, which is created from annotated phrase structures of the language. The phrase structures represent the ways in which existing sentences are broken down into smaller parts, allowing a recursive algorithm to build custom sentences from these parts. Each phrase is annotated by features required by one or more parts of the phrase and the semantic meaning of the head node in the phrase. By combining these two in the recursive algorithm, the sentences generated are both well-formed and semantically meaningful.

The major benefit of this method over that of modeled sentence generation is that sentences make sense. Generated sentences also have more variety than those formed from pre-made models. The tradeoff comes from both time and detail. For one, the semantic algorithm takes considerably longer to run than does an algorithm for selecting a sentence. To a lesser degree, these sentences are also one more step removed from the source language, and therefore look slightly less like sentences found in the training data.

The two algorithms are can generate sentences in the target language, but the user must choose whether he or she wants to trade quality for time. The goal of the next chapters is
to examine the methods we used to develop both the modeled and semantic algorithms.

3. Modeled Sentence Generation

Our system contains two methods of sentence model generation. Of these, the first has been implemented as model-generated sentences. This method, a much simpler version than its two-step interpretation, uses semantic relations also taken from the system's translation. Therefore, these are closely linked when we now run the system, allowing the semantic model's feature extraction to be more efficient.

Modeled sentence generation, though much easier than semantic sentence generation, offers the advantage of creating sentences that provide links in an order automatically to the translation. Therefore, the one must be able to whether quality sentences can be generated more easily.

The goal of this chapter is to outline the process of the modeled sentence generation algorithm and to describe the organization of the database in which the sentence models are held. Figure 3.3 shows how the system generates sentences using this method. The models are created with the order of the model database.

3.1 Construction of the Sentence Models

The actual construction of the sentence models is fairly simple. A level of XML ties together the elements of our arguments, the body of text from which we draw, to make sure the features for each word in the output. These features are then analyzed by the system and placed in the feature matrix to be used. Each feature structure is then updated and stored as a word. The words are then joined together as a sentence. These thus, are represented in sentence models: one output to a "model" file, which contains the complete sentence model database.

The beauty of this algorithm comes from its simplicity: the parser can be entirely from the layout of the sentence data. In order for this method to be used, the output must be hand (or automatically, which was attempted) as the project led. The top-down design of sentence moved from the previous chapter. Therefore, it is important to understand the layout of the data file.
Chapter 3

Modeled Sentence Generation

Our system contains two methods of sentence model generation. Of these, the first to be implemented was modeled sentence generation. This method, a much simpler process than its counterpart, semantic sentence generation, takes place before system distribution. Therefore, models are already made when the user runs the system, noticeably improving run time.

Modeled sentence generation, though much faster than semantic sentence generation, suffers the drawback of creating sentences that make little to no sense semantically to the translator. Therefore, the user must determine whether quality sentences or speedy generation is of more importance.

The goal of this chapter is to outline the process of the modeled sentence generation algorithm and to describe the organization of the database in which the sentence models are held. Figure 3.1 shows how the system generates sentences using this method; this chapter is concerned with how the sentence model database is created.

3.1 Construction of the Sentence Models

The actual construction of the sentence models is fairly simple. A series of XML files detailing the sentences of our corpora, the bodies of text from which we draw, is used to find the features for each word in the corpus. These features are then analyzed by the system and replaced by a feature structure in the form of a string. Each feature structure is then considered a word, and the words are linked together as a list. These lists, now representing sentence models, are output to a 'Model' file, which contains the complete sentence model database.

The beauty of this algorithm comes from its simplicity; the pain comes from the organization of the corpora data. In order for this model to be used, the corpora must be hand (or automatically, which was not attempted in this project) labeled with the full range of features listed in the previous chapter. Therefore, it is important to understand the layout of the data files.
3.2 Database Design

In our algorithm, the features in the sentence models come from a series of XML files. Because we are implementing our project with Koine Greek, we used the books of the New Testament as our corpora (using the SBL version of the text). We knew that each sentence would need to be labeled with phrase structures, and each word would need to be labeled with both its part of speech and its features. We decided to use the label schema designed by the MorphGNT team. This group has painstakingly created fully labeled sentence diagrams of the Greek New Testament, complete with all the labels we would need. We had to enter semantic labels manually, as will be seen in the next chapter, but for modeled generation, this data set was exactly what we were seeking. Because it was implemented as XML files, split between the books of the New Testament, we decided to use this format for our work. Here is a sentence represented in XML format:

```xml
<Sentence ID = "Mrk:1:1-1:1:5">
<Trees>
<Tree>
<Node Cat='S' Head='O' nodeld='41001001001001053'>
<Node Cat='CL' Start='O' End='4' Rule='P2CL' Head='O' CType='Verbless' nodeld='41001001001001052'>
<Node Cat='P' Start='O' End='4' Rule='np2P' Head='O' nodeld='41001001001001051'>
<Node Cat='np' Start='O' End='4' Rule='NPofNP' Head='O' nodeld='41001001001001050'>
<Node Cat='noun' Start='O' End='O' Rule='N2NP' Head='O' nodeld='41001001001001049'>'
<Node Cat='verb' Start='O' End='O' UnicodeLemma='apx~· Unicode='}
</Node>
</Node>
</Tree>
</Tree>
</Sentence>
```

Figure 3.1: modeled sentence generation process
In this format, sentences are labeled with an ID, the location in the New Testament from where it originated. The first three characters represent the book. The next number is the chapter, then following the first colon is the verse, and finally another colon and the word number. Then there is a hyphen, and the same series of information, without the book code. The first series tells where the sentence starts, and the second tells where it ends. So, in this case, the sentence begins with the first word of Mark 1:1, and ends with the fifth word of that verse.

The rest of the sentence is composed of a tree of phrase structures. Most of the labels in this tree are unimportant to modeled sentence generation, and will not be described until the next chapter. However, the algorithm does use the bottom leaf nodes, which represent words of the sentence, in generating models.

The model generator first goes through each leaf node, forming it into a feature structure. Each leaf node has a "Cat", or category, attribute that is labeled with a part of speech. In generating a word in the model, this will be the first part displayed, before the feature structure. Then the system begins generating the feature structure, by searching for each of the features listed in the previous chapter, as attributes in the node. If any are present, these are appended to the feature structure. When each has been searched for, the part of speech and feature structure are combined, forming a "word".

The final step is for the algorithm to put the words in the correct order. Because the data sets must organize the sentences so that words can correctly be placed in tree format, sometimes words, most notably postpositive conjunctions, are not displayed in their original order. Therefore, each leaf node is provided with a "NodeID" attribute, which determines its position in the sentence. The first two digits represent the book, followed by another three representing the chapter, then three representing the verse, and finally, three representing the word index. Because these are inherently sortable, the system must simply take the set of words it has generated and sort them by the node ID. When this is done, the words
are then output as a sentence model to the main model database, and the next sentence is analyzed. Figure 3.2 shows an example line from the model database, representing a complete sentence. When read by the system, words can be separated by the quote-comma-space-quote delimiter, the part of speech found by looking to the left of the underscore, and the features by looking to the right of the underscore. Features are separated by commas, with their type given on the left of an equal sign, and their value given on the right.
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Semantic Sentence Generation

Modeled sentence generation was characterized by its pre-processed sentence models. *Semantic sentence generation*, on the other hand, will create sentence models as the algorithm runs. That is not the only difference between the models. Where the former generated sentences that made little sense semantically, the latter will create sentences that make more sense, as it takes into account semantic meanings while generating.

The drawback to these 'semantically correct' sentences is that it takes much longer for the system to generate them. As will be shown, model creation with the semantic algorithm requires a recursive examination of a CFG, and sometimes returns failed models and must begin again. Therefore, the user must choose whether they desire sentences created faster or sentences of better form. In a similar layout as the last chapter, this chapter aims to describe the semantic sentence generation process. It begins by giving a detailed description of how the algorithm runs, an overview of which is shown in Figure 4.1. Then it describes the databases used by the system in storing information needed to run the algorithm.

![Figure 4.1: Semantic sentence generation](image)

Figure 4.1: Semantic sentence generation
4.1 Construction of the Sentence Models

When the user chooses to generate a sentence using semantic sentence generation, the system first creates a navigable CFG from a premade grammar file, which we cover in the next section. For now, it will suffice to know that the grammar file is made of production rules, representing phrase structures. Each production rule has a head, representing the overall structure, and one or more children, representing the substructures that make up the entire phrase structure. Structures can be recursive, that is, they can include themselves as their own children. Each head and child is labeled with zero or more semantic domains and zero or more features.

The grammar file is then transformed into a CFG by taking each rule and adding it to a production dictionary, containing all of the production rules of the grammar. The keys of the dictionary are the names of the heads of the rules in the grammar along with their semantic domain, and the values for each head are a list of one or more child representations. This allows for one head rule to contain multiple sets of children. Child representations are tuples containing each child’s head, the feature structure of the rule (because all nodes in a grammar rule must have the same feature structures), and the head of the rule, which determines which child passes features through the dictionary when it is the head of a phrase structure.

When this process is finished, the system may then traverse the grammar and recursively combine rules to create sentence models. For each sentence that is to be generated, the system calls a recursive algorithm to create a sentence model. The algorithm uses convergent probabilities, meaning that productions that have already appeared in a derivation of a branch have a smaller chance of being selected. This will lower the likelihood of recursive phrase structures occurring too often. The algorithm also uses a maximum depth variable that prevents it from recursing too deeply. This, in effect, cancels the algorithm if it will take too long or result in an infinite loop.

To create the sentence, the algorithm first chooses a starting production rule. Once chosen, it recursively calls itself on each child in the rule. Then, the algorithm chooses a production rule that has the child as a head. This is done repeatedly until the child is a terminal node, or one which is not the head of a node. In this grammar, the only nodes which are not the head of a node are words that can be added to the sentence model. The algorithm pays attention to domain labels and feature structures as it works its way down the tree. Both of these are passed up and down through head children, and the algorithm is only able to add production rules where the domains and features unify. If they do not, the system backtracks and tries a different rule. As the system backtracks upon finding these words, they are added to phrase models. At the top call, the main one called by the system, the phrase model returned will be the sentence model asked for.

At this point, the system must ensure that the model meets the complexity demands asked for by the user. If it is of sufficient length, the system can move on. If not, it must retry the recursive sentence model maker until it finds one of sufficient length.

Words of the system model are of a similar form as those produced in the modeled sentence generation method. They consist of a part of speech and feature structure. However, because the grammar relies partially on semantic labels to create production rules, the words also contain these labels. Therefore, when the system begins to conjugate the words, it uses
this label alongside the feature structure and part of speech. This conjugation step is covered in the next chapter. After the words have been conjugated, the system presents the sentence to the user.

4.2 Database Design

The semantic sentence generation algorithm uses one database, the grammar file, when generating the models. We will now describe the creation and usage of this file.

Before distribution, the semantic sentence generation algorithm constructs modified versions of the sentence XML files discussed in Chapter 3. Before, we discussed only the child nodes of these sentences. Now, however, we will examine each of the nodes and their attributes in full. We again look at the first sentence in Mark, expressed in XML here.

```xml
<Sentence ID='Mrk1:1:1-1:1:5'>
  <Trees>
    <Tree>
      <Node Cat='S' Head='0' Rule='S'>
        <Node Cat='CL' Head='0' Rule='P2CL'>
          <Node Cat='P' Head='0' Rule='np2P'>
            <Node Cat='np' Head='0' Rule='NPoNP'>
              <Node Case='Nominative' Cat='noun' Domain='Time' Gender='Feminine' Number='Singular' Rule='noun'>Απεράντωτος</Node>
            </Node>
          </Node>
        </Node>
      </Node>
    </Tree>
  </Trees>
</Sentence>
```

In these models, we show far fewer attributes. As opposed to the files used in modeled sentence generation, however, each of these attributes plays an important role in constructing the grammar. The algorithm only ignores the ID, which is simply a reference to the verse
where it is found.

While the modeled sentence generation algorithm created separate models for each sentence in the corpus, the semantic sentence generation uses data from the overall syntax structure of each sentence to construct sentences. To do this, it constructs the grammar from all of the sentences.

The model examines each node in each tree and creates production rules from them. It first takes the Cat, or category, attribute, and combines it with the Rule attribute. It then looks at the Cat and Rule attributes of each child of the node and adds them to the rule's children. If a child is a terminal node, it is also given the domain label and feature structure of the node. This forms the basic structure of grammar, but with the rules still in the original tree form.

Because it is still in tree form, the features and domains of terminal nodes may easily be passed up the tree. Therefore, the next step works from the bottom up in each tree, combining all feature structures and domains agreed upon by sibling nodes. So, for example, a rule with two children, one being masculine, singular, and nominative and the other being feminine, singular, and nominative, will then be labeled with the domain and a generic feature structure, and the head child will be labeled. The feature structure in this case represents that the children must agree in number and case, but not necessarily gender. The head child passes domains and feature structures up and down the tree; two heads must be able to unify for the rules to coexist in the sentence. The head child is labeled with a head keyword attached to the appropriate child in the rule.

When all production rules are labeled correctly, they are ready to form the grammar file. The system begins by forming a set. It traverses through each rule, adding it to the set. Because duplicates are not allowed in sets, this ensures that the grammar will not be redundant. Then, the rules are output into a grammar file to be used by the generation algorithm. Below is a sample grammar taken only from the first sentence in Mark that shows the final format of our database.

S [Domain='Time'] → P2CL–Head [Domain='Time']
P2CL [Domain='Time'] → np2P–Head [Domain='Time']
np2P [Domain='Time'] → NPoNP–Head [Domain='Time']
NPoNP [Domain='Time'] → N2NP–Head [Domain='Time'], DetNP [Domain='Information']
N2NP [Domain='Time', Case='?c', Gender='?g', Number='?n'] → noun–Head [Domain='Time', Case='?c', Gender='?g', Number='?n']
noun [Domain='Time', Case='Nominative', Gender='Feminine', Number='Singular'] → {noun_Domain='Time', Case='Nominative', Gender='Feminine', Number='Singular'}
DetNP [Domain='Information', Case='?c', Gender='?g', Number='?n'] → det [Domain='Article', Case='?c', Gender='?g', Number='?n'], NPoNP–Head [Domain='Information', Case='?c', Gender='?g', Number='?n']
det [Domain='Article', Case='Genitive', Gender='Neuter', Number='Singular'] → {det_Domain='Article', Case='Genitive', Gender='Neuter', Number='Singular'}
NPoNP [Domain='Information'] → N2NP–Head [Domain='Information'],
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NP-Appos [Domain='Name']
N2NP[Domain='Information', Case='?c', Gender='?g', Number='?n'] --> noun-Head [Domain='Information', Case='?c', Gender='?g', Number='?n']

noun [Domain='Information', Case='Genitive', Gender='Neuter', Number='Singular'] --> {noun_Domain='Information', Case='Genitive', Gender='Neuter', Number='Singular'}

NP-Appos [Domain='Name'] --> N2NP-Head [Domain='Name'], N2NP [Domain='JobTitle']

N2NP [Domain='Name', Case='?c', Gender='?g', Number='?n'] --> noun-Head [Domain='Name', Case='?c', Gender='?g', Number='?n']

N2NP [Domain='JobTitle', Case='?c', Gender='?g', Number='?n'] --> noun-Head [Domain='JobTitle', Case='?c', Gender='?g', Number='?n']

noun [Domain='Name', Case='Genitive', Gender='Masculine', Number='Singular'] --> {noun_Domain='Name', Case='Genitive', Gender='Masculine', Number='Singular'}

noun [Domain='JobTitle', Case='Genitive', Gender='Masculine', Number='Singular'] --> {noun_Domain='JobTitle', Case='Genitive', Gender='Masculine', Number='Singular'}
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Filling the Sentence Models

After the sentence model has been generated, either by modeled sentence generation or semantic sentence generation, it must be filled in with grammatically correct words in the target language. The process to create these words is universal, though the modules will need to be changed in order to fit the target language, in our case Greek.

The process of choosing and conjugating words can be split into two parts. First, a list must be created of potential words. This is done in the same way by each part of speech. Second, a word is randomly chosen from the list and put into the grammatically correct form specified by the system. Figure 5.1 shows this flow of events. This process is done for every word in the sentence model. If a word fails to conjugate, the sentence model fails and the system backs up to choose a new one.

This chapter is organized into three sections. In the first, the process of making a list of words is discussed. Then, we explain the various databases which hold information about the words. Finally, we examine the second half of the word creation algorithm, in which the words themselves are created.

5.1 Word Choice Process

The first half of the word conjugation algorithm creates a list of potential words. To do so, the system takes the part of speech of the word and opens the corresponding lexical database, essentially a dictionary. There are eleven lexicons, each corresponding to a part of speech.

For modeled sentence generation, the process is simple: every word in the database is added to the list. For semantic sentence generation, however, the algorithm makes one adjustment. Because this method takes into account word meaning, it must form another list, comprised of all words of the specified domain, and take the intersection of the two lists.

From the list that is created, a random word is chosen and a part of speech dependent function is run to conjugate the word, which will be discussed in Section 5.3. If the function fails to conjugate a word, that word is removed from the list. A random word continues to be chosen until either the list is empty or a correct word is supplied. In the case of the former, the sentence generator must backtrack and create a new sentence model. If the word succeeds, however, the algorithm saves the word and moves on to the next position. When
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Figure 5.1: Choosing and conjugating a word in the sentence model
all words have been filled, the completed sentence may be returned to the GUI.

5.2 The Lexicon Databases

There are three types of lexicons, or word lists, used by the system. All are premade and shipped with the program. The first ones, the part of speech lexicons, consist of all words of that part of speech and, if the word is declinable (i.e. if it changes based on number, gender, mood, tense, etc.), a code that indicates the method it will use for conjugation. These databases are used by both the modeled sentence generation and the semantic sentence generation algorithms. Because indeclinable part of speech lexicons are simply a listing of the words of that part of speech, we will only show an example of words found in a declinable part of speech lexicon. Figure 5.2 shows a subset of words found in the verb lexicon. The codes listed will be discussed in the following section.

The second type of lexicons are the semantic lexicons. These are organized by semantic domain. These lexicons were created at the same time as the XML files used in semantic sentence generation, and contain all the domains along with all words that can be of that particular domain. Words can be of multiple domains, and multiple parts of speech can be within one domain. When the semantic algorithm is run, all the words of the specified domain are listed, and the intersect of this list and that of all words of the specified part of speech becomes the total list of possible verbs. A subset of the “JobTitle” semantic domain lexicon is shown in Figure 5.3.

The final category of lexicons used are frequency lexicons. For semantic domains, the frequencies are implemented into the lexicon already. For parts of speech, there are a separate set of lexicons containing the frequency of each word of each part of speech. These are only used if the user chooses to generate weighted sentences. Instead of choosing a completely random word when choosing from the list, if the user wants weighted sentences, more common words will be given a bias over less common words. This feature is still undergoing experimentation and is not working as well as we had hoped. These lexicons are structured in the same way as the semantic lexicons, except that they appear with their part of speech instead of their domain.
5.3 Part of Speech Conjugation

We distinguish eleven parts of speech in the Greek language for the purposes of our program. Of these, six are indeclinable (adverbs, conjunctions, interjections, numbers, particles, and prepositions). This section explains how we implemented each of the five declinable part of speech conjugation algorithms. When searching for an indeclinable part of speech, a word is simply chosen at random, provided the list contains a word that can be chosen.

All of the conjugation functions require three inputs. First is the word to be conjugated. Second is the code, which comes from the speech lexicon. Finally, the function requires a complete feature set for the word it is conjugating. Because the generation algorithms allow words to contain any non-contradicting features (i.e. two or more features that contradict and so do not allow a word to be formed), the conjugation functions were placed inside of helper functions, each of which takes any number of features, and randomizes the unspecified features to ones that legally work with the ones given. It also ensures that it has not been given contradicting features. Therefore, the algorithm can assume that it will not fail due to, for instance, a plural vocative or a first person imperative.

The codes used in the speech lexicons, some of which are shown in Figure 5.2, are derived from the morphological codes used by Mounce[23]. When constructing the functions, we analyzed the behavior of each code and were able to systematically derive conjugation steps for each word based on their codes.

5.3.1 Verbs

Verbs were the most complex type of word we had to conjugate. The verb generator was divided into over one hundred sections, depending on the mood, tense, and voice of the verb. Then, these sections were subdivided even further, based on the conjugation code. Even at this level, nuances in certain types of words required branching statements to ensure that every type of verb was handled correctly.
5.3.2 Nouns

Nouns proved to be easier to tackle than verbs, but not by much. They were divided only on their codes, because their codes had already been divided on declension. These, too, had many nuances that we had to work around, though there was less branching that had to be done.

5.3.3 Adjectives

Most adjectives were more regular than nouns when conjugating. We found that there was less branching than most other parts of speech, and when they did branch it was usually only because of slight differences.

5.3.4 Pronouns

Pronouns were by far the most irregular of the parts of speech. Because there are far fewer of these than verbs, they were less complex to program, though we found that for nearly all of them, we had to handle them on a case by case basis.

5.3.5 Determiners

Determiners were by far the easiest class of words to decline, as we only had to handle two cases: the article ó and the relative pronoun ὅς. Therefore, we simply structured this as a single if-elseif statement and handled the conjugation of each word in turn.
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The Implemented System

We have now looked at each part of the sentence generation algorithm in detail, and have explored the GUI that enables the user to generate sentences and translate them. Now, we examine the implementation of the system we developed. We do this in two phases. First, we explain why we chose the language and corpora included with the first version of the system. Then we explore the development process, starting at the research stage and ending with the finished product.

6.1 Corpora Choice

The first version of the system comes ready to work with a single language, Koine Greek, based on a corpora consisting of the Society of Biblical Languages (SBL) version of the text of the New Testament[16]. We chose the target language for two reasons. First, because we have seen and participated in the study of New Testament Greek firsthand, we realized that students could benefit from seeing new, well-formed sentences which could be used for practice. The second reason comes from a more pragmatic perspective. We knew of Mounce’s work, The Morphology of Biblical Greek[23], and realized that it could make the process of creating conjugation functions much simpler than a language without a similar work to help guide the development process.

Once we decided on the language, the choice of corpora was obvious. Because we were studying the language of the New Testament, for the purpose of helping students of the New Testament, it only made sense to use this body of literature as the data for the system. When we discovered the work of the MorphGNT group[21], we realized that we had made a fantastic choice of corpora. By using their work as a basis, we set about organizing the data and getting it into the format needed for our project.

One note must be made on the usage of the corpora. Because of time constraints, we were not able to label all the books of the New Testament semantically. At this point, only Matthew through John are labeled completely, though most of the rest of the text is labeled partially. Because we can only use completely labeled texts in the semantic sentence generation method, it only relies on the first four books. However, these constitute a majority of the New Testament, because nearly all of the remaining books are only a fraction of the size of the first four. This does not affect the modeled sentence generation method, however,
because all of the data is correctly labeled for attributes needed in the method.

6.2 Development Process

Development started, like any project, with a large amount of research. We first explored many important texts on both NLP and NLG. Though we found that our work would be a new contribution to the field, we analyzed related projects, trying to glean from them the best process to follow when developing and implementing our system. During the research phase, we were also fortunate to meet with some of the top names in natural language generation, and were able to get their input on our work.

After research, we began designing the architecture of our software. Knowing that our project would eventually be extended to multiple languages and corpora, we designed the system with a module-based architecture. The main sentence generation algorithm would run regardless of the language, as would the two model generation methods. What would be exchanged, based on the language and corpora choice, would be the lexicons, sentence data, grammar, and conjugation rules and algorithms. Therefore, we designed the process to allow substitutions of one or more of these databases.

The next step was to label the data and create the databases. Fortunately, the only changes that needed to be made to the XML files were syntactic, in order to get them into the format necessary to run with our algorithm. We wrote a few simple scripts to get them into the needed format. Then, we wrote a function to match words in the XML files with the conjugation codes given in an electronic version of Mounce's work, creating our part of speech lexicons. We also created a method to count each word in the XML files and create our frequency databases. The last step was the most time consuming; we labeled each word of the New Testament with a semantic label from a custom tag set and merged them with the XML files. As mentioned above, we were only able to label the first four books of the New Testament in this format. Then, we used a similar counting function as before and created our semantic lexicons.

We then created the data to be included with the system. First, we created the function described in chapter three to construct the sentence model database, for use with the modeled sentence generation function. Then, we created the grammar, using the process described in chapter four, to be used in the semantic sentence generation method.

By far, the most time consuming part of the development process was the creation of the conjugation functions. While Mounce's work laid out the conjugation process of each type of word, we discovered that there were many small nuances that needed to be handled in order to ensure grammatically correct conjugation. We spent a great deal of time writing these functions, and when finished, were finally able to move on to the overall development of the system.

When writing the sentence generation algorithm, we first focused on writing it based on the modeled sentence generation method. We went through several rewrites of the code before settling on a format that would work for our purposes. With this finished, we were able to generate our first sentences. We then turned our attention to the semantic sentence generation method. Again, we went through several rewrites before getting it right, but because many of the problems had been addressed in developing the modeled method, this
The final step was to develop the GUI of the system. As we were using the Python language to write the source code, we explored several libraries for GUI development. We decided to use Tkinter, in part because of the availability of more tutorials and examples than other options. Once the GUI was developed, we spent the remainder of our time tweaking existing processes and making small improvements to the system.

As can be seen, the development of our system was a lengthy process. It involved countless hours of both research and coding, though the final product is a novel product and area of research in the overall field of NLG. In the next chapter, we will analyze the performance of our software compared to our hopes, as well as our plans for future work.
Chapter 7

Conclusion

When we finished developing the system, we had software that did what it was intended to do: generate sentences using one of two generation methods. This chapter will analyze the results of the generation compared with our hopes for the system. It will also discuss remaining work that must be done to optimize the current algorithms and future work we have planned for the system.

7.1 Results

While our system managed to create sentences successfully, the ones produced were of poorer quality than we had hoped. Most sentences do generate in a grammatically correct forms, but there are more errors than we had hoped. The semantic sentence generation method also does not perform optimally when choosing word meanings.

The test results gave us direction on where our attention should turn for optimizing and tweaking the system. The rest of the work that needs to be done can be split into two parts. The remaining work is both work that we discovered must be done when testing the system and work that we did not have time to finish. Future work is work that we knew from the beginning we would be not able implement in this first version, but that we plan to add in future versions.

7.2 Remaining Work

There were many issues that made themselves apparent in the development and testing processes. There were two developmental processes we were unable to finish. First, we were not able to finish labeling all the words in the corpora with semantic domains. Before opening the software to the public, this must be completed. Second, another issue with the semantic part of the project, we were unable to implement a hierarchical choosing of semantic domains. Ideally, when choosing semantic domains for words, any domain that is of the specified domain or of a subdomain of the specified domain should be allowed. For instance, if the domain is "Person", domains of "JobTitle", "Name", and "PersonReferral" should be allowed as well. Currently, the system only allows domains that are of the same domain, not subdomains. Fixing each of these issues should improve the performance of
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the semantic sentence generation method, since the presence of subdomains will provide the system with a richer choice of words.

Several other issues arose in testing the system. First, we must go through and optimize each algorithm used. In their current state, there are many redundant processes being run, and many processes that can be improved. This should greatly increase the speed of the program, which will be better for user interaction. The algorithm for choosing sentence complexity should also be improved. Instead of making complexity the equivalent of minimum sentence length, as it now does, it should be related to other factors, including variety of phrase structures, vocabulary, and grammar.

Another issue arose when testing the weighted generation feature. Instead of giving a slight difference in appearance rates between words of different frequencies, there was a major difference. This resulted in the modeled sentence generation method returning sentences with most words of the same part of speech returning the same root word. In semantic generation, the most common words were nearly always chosen, with those that are only slightly less common occurring very rarely.

Finally, the conjugation functions should be improved. As they are, they work better than expected for conjugating individual words, though they still make several fixable errors. Not only should the functions for conjugating individual words be improved, but also functions for working with groups of words should be added. There are currently no considerations made for surrounding context when conjugating words, meaning that capitalization, assimilation, and compounding are given no attention.

7.3 Future Work

Aside from the issues made apparent in development and testing, there were several issues that we knew would have to be put off until future versions. Foremost among these is the inclusion of additional languages. We want our software to work for students of a variety of foreign languages, not just Koine Greek. Therefore, we plan on adding additional language functionality. The issue with this two-fold. First, in order to add additional languages, we must have one or more scholars of that language to consult with during development and who can test the result. Second, we must create the same types of databases used for Greek in corpora of the target language. This is no trivial task, especially without the resources we were able to attain in the development of the Greek databases.

We not only want to expand languages, but also corpora. In order to produce better sentences, we want to include other literature from first century Greek. This will widen the variety of grammatical structures and vocabulary in the sentences generated, as well as gain more accurate frequency counts.

In future versions of the system we also want to incorporate multithreading into the generation methods. This will improve the speed of generation by allowing multiple sentences to be generated at the same time and by letting more than one sentence generation process happen simultaneously.

Finally, future versions of the system will be translated into a more efficient programming language. Python made for faster coding, but the nature of it as a scripting language means that it cannot run at the speed of a compiled language like Java or C. Before making the
software publicly available, this step will have to be done.

### Appendix A

## Getting Started Guide

**BibleGkPractice** is a program designed to help students practice translating by providing them with automatically generated sentences in the style of New Testament Greek. This document will guide the user through the installation of the program, the basics of the user interface, and the basic operations that can be performed.

### A.1 Installation

In order for the program to work, the user must have Python 2.7 installed. To get it, visit [https://www.python.org/downloads/](https://www.python.org/downloads/). Ensure that the most recent version of Python 2.7, and a version of Python 3, is installed. Once downloaded, run the installer and follow the instructions provided.

After installing Python 2.7, obtain the BiblicalGreekPractice.exe file, either from [http://www.completesoftware.com/downloads/](http://www.completesoftware.com/downloads/) or the program itself. Extract the contents to the desired program location. Run the program by double-clicking the BiblicalGreekPractice.exe file in the top folder, or, if Python isn’t set as your default program by default, by right-clicking the file and selecting Open With > Python Interpreter. This will run the program.

### A.2 Layout of the Interface

Figure A.1 shows a screenshot of the program. The top text box is where generated sentences will be displayed. The bottom text box is where the user can input their own sentences. On the bottom of the screen is a control panel that allows the user to navigate between sentences, save and export content, and generate new sentences.

### A.3 Creating New Sentences

To create new sentences, the user should press the “New” button on the bottom right of the interface. This will create sentences based on the default options. To change the default options, the user can adjust the settings to the left of the new button. The “Number” option
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Getting Started Guide

*Biblical Greek Practicer* is a program designed to help students practice translating by providing them with automatically generated sentences in the style of New Testament Greek. This document will guide the user through the installation of the program, the layout of the user interface, and the basic operations that can be performed.

A.1 Installation

In order for the program to run, the user must have Python 2.7 installed. To get it, visit [https://www.python.org/downloads/](https://www.python.org/downloads/). Ensure that the most recent version of Python 2.7, not a version of Python 3, is installed. Once downloaded, run the installer and follow the instructions provided.

After installing Python 2.7, obtain the BiblicalGreekPracticer.zip file, either from [http://www.tobeupdatedwebsite.com/downloads/](http://www.tobeupdatedwebsite.com/downloads/) or the program cd. Extract the contents to the desired program location. Run the program by double clicking the BiblicalGreekPracticer.py file in the top folder, or, if Python files are not set to open with the Python Launcher by default, by right clicking the file and select Open With>Python Launcher. This will run the program.

A.2 Layout of the Interface

Figure A.1 shows a screenshot of the program. The top text box is where generated sentences will be displayed. The bottom text box is where the user can input translations to other sentence. On the bottom of the screen is a control panel that allows the user to navigate between sentences, save and open sessions, and generate new sentences.

A.3 Creating New Sentences

To create new sentences, the user should press the “New” button on the bottom right of the interface. This will create sentences based on the default options. To change the default options, the user can adjust the settings to the left of the new button. The “Number” slider
determines how many sentences to generate. The "Complexity" slider changes the minimum number of words in the generated sentences. The "Weighted" checkbox enables the generation of sentences that take vocabulary frequencies into consideration. Sentences created with this option will have common vocabulary words used in the generated sentences more often than less common vocabulary. The "Semantic" and "Modelled" radio buttons allow the user to switch between semantic sentence generation and modeled sentence generation. The former method will generate sentences from a grammar and a semantic domain lexicon. The latter creates sentences from sentence models generated based on real sentences in the corpora. When the sentences are generated, the first is displayed in the top box. The user can now move between sentences and translate them.

A.4 Navigating Between Sentences

At the bottom left side of the screen are two buttons, labeled "Next" and "Previous", which allow the user to navigate between generated sentences. If the last sentence is selected and "Next" is clicked, the program wraps around to the first sentence. Likewise, if the first sentence is selected and "Previous" is selected, the last sentence is displayed.

When the user changes to a new sentence, the system auto-saves the session. More will be said about auto-saving in the next section.
A.5 Saving and Opening Sessions

*Biblical Greek Practicer* sessions can be saved and opened. The session files will have the extension “.ftl”. In order to save a session, the user should press the “Save” button in the bottom left corner of the window. To open a file, press the “Open” button located beside the “Save” button. When a session is opened, it replaces the current session.

A session ends if the program exits, a saved session is opened, or new sentences are generated. In order to prevent unwanted deletion of sessions, the program will prompt the user to save the current session when one of these actions is performed. It is not required to save a session; if the user chooses to not save a session, he or she should choose the “Don’t Save” option. To cancel the action chosen without ending the current session, choose the “Cancel” option.

In case of a system crash, the user may restore the previous session by opening the “autosave.ftl” file in the “Autosave” folder where the program was installed. Sessions are automatically saved after the user clicks either the “Next” or “Previous” button.
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Semantic Sentence Generation
Pseudocode

This appendix contains the pseudocode for the recursive algorithm that produces sentence models using semantic sentence generation. We chose to include this function because it is the least straight-forward part of our work, and we hope that by including it future researchers will be able to avoid the struggles we encountered as we developed it. The remainder of this appendix contains the algorithm.

GenerateSemanticSentence( cfg, symbol, domain, featureStructure, countFactor, productionCount, depth )

// cfg -- A CFG object that contains a dictionary of production rules. The keys are tuples made of the symbols and domains of the head nodes, and the value of each key is a list of productions for that symbol. The elements of the list of productions are a tuple in the form (right-hand-side, production-feature-structure, child-head-number). This way, there can be more than one rule for each head symbol.

// symbol -- Symbol of the head node of the current production rule (should start as the grammar's start symbol)

// domain -- Domain of the head node of the current production rule. If null, a random one (that is possible for the symbol) is chosen

// featureStructure -- Feature structure needed to unify with the symbol. Should start as null. Only passes down through the head child of the production.

// countFactor -- Controls how tight the convergence is. 0.0 <
countFactor < 1.0. The higher the value, the more likely recursive phrase structures (clauses of the same type within each other) can occur. Used alongside productionCounts to determine which production rule to choose.

// productionCounts -- Dictionary that sets the value of new entries to 0. Contains the number of times productions have occurred in the current branch. Used alongside countFactor to determine which production rule to choose. The keys are the head nodes in the production rule.

// depth -- Maximum depth to recurse. If this dips below 0, the algorithm fails.

if depth > 0 then

  subsentence = []

// Select a domain if none is given

if domain == null

  // Generic function to choose a legal domain for a given symbol

  domain = ChooseRandomDomain(symbol)

end if

// Select a random production of the symbol that can unify with the feature structure that was passed down. If no production can unify, the algorithm fails

productions = cfg.productions[(symbol, domain)]
randomIndex = RandomInteger(0,productions.length-1)
randomProduction = productions[randomIndex]
productions.delete(randomIndex)

// Make the new feature structure (that will be passed down) by unifying the passed down feature structure with the first child of the production rule

newFeatureStructure = unify(featureStructure, randomProduction[1])
// While the new feature structure was not able to be formed (unification was not possible), but there was a child in the production and there were still productions in the list, choose a new random production

while newFeatureStructure == null and
    randomProduction[1] != null and
    len(productions) > 0 do

    randomIndex = RandomInteger(0, productions.length-1)
    randomProduction = productions[randomIndex]
    productions.delete(randomIndex)

    // Make the new feature structure (that will be passed down) by unifying the passed down feature structure with the feature structure of the production rule

    newFeatureStructure = unify(featureStructure, randomProduction[1])

end while

// If the new feature structure was not able to be formed, but there was a child in the production, fail the algorithm

if newFeatureStructure == null and
    randomProduction[1] != null then

    return null

end if

// Update the production counts by adding one to the production rule that was chosen

productionCounts[randomProduction[0]] += 1

// Recurse through the child symbols. If a failed route is found, fail the algorithm.

i = 0

// for every rule based on this symbol

for rule in randomProduction[0] do
// for non-terminals, recurse

if rule in cfg.productions then

// if the current feature is the head node

if randomProduction[2] == i then

featureStructureToPass = newFeatureStructure

end if

// if the recurse returned a failure, fail

if sentencePart == null then

return null

end if

// otherwise append the word part of the sentence

sentence += sentencePart[0]

oldFeatureStructure = newFeatureStructure

newFeatureStructure = unify()

// Make the new feature structure (that will be passed
down) by unifying the passed up feature structure
with the new feature structure formed earlier of
the production rule

newFeatureStructure = unify(newFeatureStructure,
sentencePart[1])

// if the old featureStructure was not empty but the
new featureStructure is now empty, fail

if oldFeatureStructure != null and
   newFeatureStructure == null then

return null

end if
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//otherwise simply append the symbol to the sentence
else
    sentence.append(rule[0])
end if
i += 1
end for

// return the current branch of the sentence and the feature structure that should be passed up
return [sentence, newFeatureStructure]
end if
Appendix C

Software Requirements Specification

C.1 Introduction

C.1.1 Purpose
This document gives a detailed description of the requirements for the Biblical Greek Practicer (BGP) software. It describes the purpose and requirements for the development of the system. It also gives the system constraints, interface and architectural design requirements, assumptions, and dependencies of the software. This document serves as a proposed plan to the user and guide to the developer.

C.1.2 Scope

Biblical Greek Practicer (BGP) will be a piece of software that will provide students with training sentences in the style of the Greek of the Bible. It will incorporate the vocabulary, grammar, and syntax rules used in the Bible and attempt to construct sentences that will work well for students to practice translating.

BGP will be designed in a way such that it will be extendable to other languages. Thus, the various modules of the program must be treated independently and have specific inputs and outputs.

C.1.3 Acronyms and Abbreviations

BGP – Biblical Greek Generator
CFG – Context Free Grammar
GUI – Graphical User Interface
NLG – Natural Language Generation
NLP – Natural Language Processing
C.1.4 Overview

The remainder of this document describes the complete requirements of BGP. Section two provides the overall description of these requirements, and is only meant to provide a general knowledge of these requirements. Section three provides the exhaustive technical details of the requirements.

C.2 Overall Description

C.2.1 Product Perspective

BGP will consist of a desktop application which generates and displays sentences to the user. On the user interface, the user will be able to trigger the generation process. When this is triggered, the sentence generation algorithm will communicate with two databases, one which contains the semantic domains of Greek words and one which contains the semantic-based context-free grammar of the New Testament. A sentence diagram is then constructed, and filled in with words by using part of speech generation algorithms, which must communicate with databases containing the parts of speech and conjugation rules for Greek words.

This software will be independent and self-contained. It will not need to access any external databases at present. However, because it is being written in a way such that it may be extendable to other languages, the system should be designed so that in future versions, it may communicate with other databases (internal or external) based on the language. Figure C.1 shows the general processes that will be required by the program.

Interfaces

The system will have several interfaces (see Figure 1). The first is between the user interface and the sentence generation algorithm. Depending on the language being generated, this main algorithm may have to change. This algorithm will in turn need to interface with two databases and a set of other algorithms. The two databases will contain the language specific CFG and semantic domains. The sentence generator algorithm will also interface with part of
speech generators, which conjugate words based on language specific rules. These algorithms interface with part of speech databases, which contain the language lexicons.

The user interface is the only means for the user to cause the system to generate sentences. It will consist of a GUI with a button that causes the system to generate and return a sentence to the GUI. The user will then be able to see the sentence. Figure C.2 shows an example layout of the GUI.

C.2.2 Product Functions

This section will give the user level functions of the system. These are general functions; the details of each are given in the third section of this document.

1. BGP shall provide a function to generate sentences in Greek.
2. BGP shall allow the user to specify the number of sentences to generate.
3. BGP shall allow the user to specify the complexity of sentences to generate.
4. BGP shall provide an area to display the sentences which are generated.
5. BGP shall provide an area in which users can type translations to the sentences.
6. BGP shall allow the user to navigate between sentences that are generated, and shall store user translations when switching sentences.
C.2.3 User Characteristics

The user base should be considered students and teachers with the least technical ability, so that the user interface can be built from the ground up to work with any user. Thus, the GUI should be built from the ground up to be a minimalistic and intuitive interface.

C.2.4 Constraints

BGP should work with Windows Vista, 7, and 8, and all versions of Mac OS X minimumly. Preferably, it should also run on recent versions of Linux as well.

C.2.5 Assumptions and Dependencies

BGP assumes that the user will have fonts installed on their computer that support Greek. It also assumes that all of the databases included with the system will be in place and untampered when the system is run.

C.2.6 Apportioning of Resources

Several features will be delayed until future versions of the system. Foremost among these is the inclusion of additional languages, which will include new databases that can work with the included algorithms. Also, more literature should be incorporated into the corpus, in order to improve the algorithms used. Other options should be included as well, including the ability to focus generation on specific grammatical structures (e.g. create sentences that include only the subjunctive mood), specific vocabulary words or frequencies (e.g. words used less than 100 times), and specific corpi (e.g. using CFGs generated from only Johannine literature). The system may incorporate multi-threading in the future, enabling faster generation. It should also allow the export of sentences and translation for later viewing and use in external applications.

C.3 Specific Requirements

C.3.1 Functions

This section gives the specific functional requirements of BGP. These requirements are more specific than the user level requirements of Section 2, as they outline detailed requirements of the system.

1. BGP shall provide a function to generate sentences in Greek.
   1.1. The function shall be activated by the user from the GUI.
   1.2. When the user activates the function, the system shall run the sentence generation algorithm.
   1.3. Based on the input given by the user (see below), the system shall generate the sentences via semantic-based generation and return them to the GUI.
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2. BCP shall allow the user to specify the number of sentences to generate.
   2.1. On the GUI, the user shall be given the option to change the number of sentences to generate.
   2.2. There shall be a default number of sentences selected upon opening the program.
   2.3. When the sentence generation algorithm is triggered, this number will be given to decide how many sentences to generate.

3. BCP shall allow the user to specify the complexity of sentences to generate.
   3.1. On the GUI, the user shall be given the option to change the complexity of sentences to generate.
   3.2. There shall be a default complexity selected upon opening the program.
   3.3. When the sentence generation algorithm is triggered, this number will be given to decide how complex the generated sentences are.

4. BCP shall provide an area to display the sentences which are generated.
   4.1. Upon completion of the sentence generation algorithm, the generated sentences shall be outputted to a list.
   4.2. The GUI shall display the current sentence to the user and provide methods to change the current sentence (see below).

5. BCP shall provide an area in which users can type translations of the sentences.
   5.1. A list of empty user translations shall be created upon generating sentences, of the same length as the list of sentences.
   5.2. The user shall be able to type translations to the sentences generated.

6. BCP shall allow the user to navigate between sentences that are generated, and shall store user translations when switching sentences.
   6.1. The GUI shall contain features that allow the user to switch the current sentence and translation being displayed.
   6.2. When the current sentence is changed, the translation shall be changed as well.
   6.3. When the translation is changed, anything the user has typed into the translation shall be stored.
   6.4. When the translation is changed, the new translation displays anything the user has previously typed into the translation.

C.3.2 Performance Requirements
- The system shall be able to generate up to thirty sentences in one call.
- The system shall be able to generate sentences up to length fifteen in complexity.
- The generation of sentences shall take no more than five seconds to complete.
C.3.3 Logical Database Requirements

There shall be three main types of databases in the system: Semantic Domains, Semantic-Based CFG, and Part of Speech Lexicons.

- **Semantic Domains**
  - These database will consist of the hierarchy of semantic domains.
  - It will list each domain and the domains which are subclasses of those domains.

- **Semantic-Based CFG**
  - This database will consist of the grammar of the language.
  - It will list the production rules of the language, based on phrase structures and semantic domains and conjugation forms (e.g. mood, person, or tense) allowed in each structure.

- **Part of Speech Lexicons**
  - These databases will consist of every word of a part of speech, and the rules which are used to conjugate the rule.
  - For each part of speech, will list each word and the conjugation rule.

C.3.4 Design Constraints

**Standards Compliance**

The system should generate sentences that are grammatically correct. Grammatical rules shall be coded in and extensive testing shall be done to ensure that these rules generate correct sentences.

C.3.5 Software System Attributes

**Reliability**

The system shall provide methods that cancel generation should the process take too long or result in errors, in order to prevent crashes.

**Availability**

As the user types, the system shall store translations in the temporary memory of the operating system, so that it can restore a user session should the system crash.

**Security**

The system shall conduct data-integrity checks upon starting the system, in order to ensure that data has not been manipulated by external processes.
Maintainability

The system shall be designed in a way such that the editing of modules does not effect other parts of the system. Databases shall also be constructed in a way that supports easy editing in the form of additions, deletions, and manipulations of the data.

Portability

The system is to be designed as a client-side desktop application. However, it should be written in a way that it may be changed to a server-side program. This will enable the user interface to become either a web-based or mobile-based GUI, so that the system may be used more widely.
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Test Suite

This appendix lists a suite of sentences output by our system. There are one hundred sentences listed for each sentence generation method, generated by calling a special function in our program to generate random sentences. They feature the same style of syntax, grammar, and vocabulary that can be expected by the system.

D.1 Modelled Sentence Generation Test Suite

1. ἐπειτα καθότι κέκληκεν ἀπέναντι τοσοῦτον Ἀαρών καθότι Ἄαρών ὡς κλών ὡφείλειν ὑπόμνησεις
2. δς ζητών παρεκτός μοι εὐπροσωποῦν φιλοπρωτεύει καθότι οίς εὐλόγηκεν ὁμοθυμαδόν πτηίκος ὅρθοποδοῦν
3. δς γὰρ χαλκεύς μετά τῶν Μαθθάτ οὐ χυβείας
4. οὖ ἀπαλὸς δαπανάουσα Γεθσημανί ὅφε αὐτόῦ τηλικοῦτης εγέμεν τὸ Ἡλί ἐκεῖνης ῥακά θεοσεβεῖς ἐώρακιν ἐώρακεν ἀντὶ τοὺς ἄλλας οὗ
5. ἀφιλάγαθοι ὅταν οἱ Ἀπολλωνίᾳ διόπερ ὃς ἀγριέλαιος ἀνὰ Θεσσαλονικεύος τέταχασιν
6. ὁ καθὸ καταστροφὴ πεπαλαίθηκεν τοιοῦτῳ ὃ μέντοι βδελύσσομα ἁμάρτυρα ἀξιμα ὃ δοὺντι
7. ἀδίκου ὃς τετήμενος κατενώπιον οὐ πινακίδιον Μαθθὰτ ἀληθῶς ἀνθομολογέομαι καθῶς Βοανηργές ἔαυτοῦ παρεκτός ἔαυτῷ φρεναπτάει
8. μεμένηκα ἢ Ἐβραϊστὶ Σαδὼκ καίπερ τυφωνικῶν ὅτε ἄγειον δεινῶς ἱσθένηκεν ἑντὸς τὸ ῥαββὶ αὐτοῦ
9. ἐντεύθεν προσβεύοντες ἀρα κλῖνομενοι κάκεθεν ἱσθέννικες ὡς Γεθσημανί οἷς ἤγινκασιν
10. ὡςεὶ διόπερ ἢ Συχέμ ἢ ρακά οὖ ἐριφοῦ χορτάζῃ ἱδοῦ ἢ Βοανηργές τοιοῦτον ἐπί Ἀαρών κεκολόβωται
11. διόπερ ἑντὸς ἤγινκασιν ἑναντὶ ρακά προφήτεια μέχρις ὑπερεχτερισσοῦ εὐτόνως πεζεύομεν
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31. βέβαια οίδεν ἔγαπτηκεν ραβίτα παρὰ τοῦ Μαθθίου ποιῶν ἦν Συγχέα ύπερέχειν ἢ ραχά ταυτὶς κάσσεθεν ραββί ἀντικρις τῆς Σαβαὼθ σου ἢ κραταίοι οὐ γνώμης οἱ πλοεῖς μου

32. δὲ δεδεκάτωκα κάσσετι Ἀραὼν ἀπειδή πεπρευμενὴν ραββί ἔως τοὺς ἀσεβοῦντας ὡμὲν οὐ Σαβαὼθ καθὰ χορὶς ἢ Συγχέα τινὸς καθὰ μέχρις τοῦ ἀπόδειξιας οὐ Ἀραὼν μου λέοιτασας ἐπέκειναι ἢ Ἡλί τὴν κριτικὴν κοινοπαλαίας Συγχέα οὐ Κλαύδιον

33. τὸν ἀπόκρισιν οὖςν βαπίζει τοὺς ἀνάγαγοις ἀναβολῆς πιστευμενὸς ραχὰ μετὰ ἰεράτευμας τρύβλισι τιοῦτας λυσάει ἄτομον Ἐπικούρειος αὐτὰ πεπτωκάτε ὁ πεπραγμένον Ἡλί μέχρις συντροφῶς τῆς ραββίς ἡμῖνειμεσον ύπέρ ἢ Σαβαὼθ ἐπέκειναι τὸ Γενεσιμνήν πόσον ὁμώομενοι μακατάτοις αὐτόπτης τὸν σὺν Καῦδα ὁσεὶ τέτιλκεν τοιοῦτον ὡς πολίτευμα Συγχέα λιπαρῷ ἔως Ἡλί πήλικος ὠστέρηκεν ἔμοι καθὰ πνευμονὲς ἀκρατοὺς τοὺς στρατολογομενοὺς ἐντὸς οὐ χρυσοδακτύλῳ πρὶν ὡς κράτος ἐμισεῖνεν εἴνεκεν τηλικοῦτον

34. λάθρα γεγάμηκατε κάσσετ ὄνοματα ἠρπακαμεν δίς διάφορα

35. καθάπερ κήκτηται ἄτερ ὅ βαστασίν σε βασιλευμενον ἀπὸ πυκνας εὐχομοι ἐκεῖνα οἱ κατάβασις ἁρα ἐνήγοισεν ἐκεῖνους πυνθάνομον ἐμαυτοῦ ὅσοι οἱ ἁθα κοινοποιεόουσιν κλεοῦν

36. ἀκανθαίαν ἀγνοεοῦσθε ἐπάνω αὐτών

37. γὰρ τέθραυσμονος ὁ συνδιά ἤρανα σοι εἴτε οἱ φύχῃς τοιοῦτον

38. πρὶν εὐλόγηκεν ποῖς ὁ στήγη ποῖς περευγεν ἀντικρις τινὸς τὸ Σαβαὼθ

39. εἴπερ ἡγίασμον Ἡλί πεπίστευκις λελύτηκεν ἠρπακέτωσαν μεμή τέτιλκτωσαν πρὸς ἐκεῖνος

40. οἱ οὖς Τίμων σέκλικιτες με πέπτωκεν ὄδοι Ζώσουν τήν ραββί ἐσατών φρονίμως σαλευντές οἱ ἐντεύχεις δεδυνάμωμοι ἥδονας γενόρθασαν ἀπέναντι ποία

41. ραββίς αὐταῖς ἄπερ Σαβαὼθ παρὰ τὸ νοῦν μῆποτε ὡς ἐλευθοβολεῖν οὐ ὁ μακροθυμουμενὸς μέχρις εἰς τῶν όκτὼ Καῦδα τινα ἐνώπιον οὐ μάγου ἐσατῶν οὐ ὡς κατάνυξεν Δαν νῆλ ὡς ἀπόλειας ὁς συντέτος ὁς σκολίος ὁς ὁμόφροιν καὶ ὁ πρωτοτόκια τῶν ἔλεως τῆς ραχά

42. ἄχρι λέλυμεν εἴπερ πεπλήρωκεν τῶν σῶν ἢ Ῥακᾷ ἢ ραββί κεκάθικεν τὸ Σαβαὼθ ἀπὸ τῇ Συγχέα αὐτῆς ἔως ἐσεκυλτα Συγχέα θεομάχου ἢ Συγχέα ἐπειδήπερ ὠστέρηκεν Σαβαὼθ ἐρημῷ ὁτε ἠγάπηκεν σεσάρωμεν ὤδος κατά Γενεσιμνή τούτοις ἦγγελμονος ὁ Ἀρείῳ τῇ Συγχέα οὐ

43. ἐσχηκατε άλλα τοὺς Βαράχας ποταπῶς διὸ χόκικως καθὼς ἱάσκομεντας τὴν Σαβαὼθ πόσων

44. εάν καθοί Ἡωδα ἤνα δεδομαιστα εὐχαριστον καθότι ο Ἐραὼν τινῶν πενιχρα συντόμως ἢ Ἡλί τοιούτων λογιζομαζετα δε ἀναπρότητα ἀπόκριμα τοῦ πόρης ἐπειδή στρείγοιμεν παρὰ οὐ λύνου ἦν κεχώρηκεν δε μετωπὸν τούτον μήτιγεν ἠγάπηκεν καθά καθά ἀπτάιστοι ἀποτόμας στερεόνται

45. ἢρα αὐτός ἀπεί ἢσθο ἀλλήλων Φοιτουνάτος οὖςν βέβληκεν ὁ Ἡωδης αὐτοῦ διατεύμα ὦντι καὶ δέσιν κεχώρηκεν ὠδὶνον κεχώρηκεν αὐτῷ.
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67. Ἄξωτος τετήρηκεν ἐκπλήρωσιν κὰν γεγένηται τοιούτων κοινοτώς ὅτι ἐλήλεγμαιν δέτσεις πρόθυμους.

68. δὲ ὁ φευγώνυμος ἐρριμένος κοινωνή τὴν τούτου ῥακὰ ἐπάνω Συγχέμ ἄρνεομαι ἀ ἀλ- λομῶντα ἐκεῖνου.

69. οὐ ὅφει σάρκα τοιοῦτα στοιχέω μέχρι ἵνα ὡς μέθυσος ἐαυτὰ δὴ θριαμβεύει.

70. κέκληκεν ἐαυτοῖς σικάριος δὴ μενοῦνγε ᾠχλοποιεῖν αὐτὰς γὰρ ὀδὴν ὡσθαὶ οᾶ δουλαγ- ωγεώς.

71. τοσοῦτος ἵνα ἔρρηγην ὅτι μεμγιταὶ ὡς αὐτὸς ἤσθενηκεν τοσοῦτον ἑσπαργάνωτα.

72. μηδὲ κορεννυσαν μοι βασιλεύει τι ἀπότομως ἐγγίωσεν ἀντιπέρα κοπετοῖς οὖν Σαβαώθ καθὰ ῥακὰ ἔτει σοφὸς παραθαλάσσιος.

73. πρὶν ἐμπροσθεν σὺ μεμέστωσαι ἡγγελίκως ἐμπροσθέν μοι.

74. δεκτὸν ὅσο πήγνυμαι ἐναντί τοσοῦτος.

75. ὅλιγοροστων ὅσας ἐκείνων δεδώρηται πλησίον ἐκεῖνων Ἡλί οὐδὲ βούλομαι τὸν Ἀσσον ἠγελεμένων ὡσπερ τοιοῦ ῥαββί ἐκείνῳ ὡς ῥαββὶ αὐτόματην γραπταὶ Ἡλί ἀρίθμουμενον ἀντὶ ἢ Ἡλί ἀντιπέρα τούτω ἐκομίζεν κωφα ἡ ὁλίγα μὲν Σαβαὼθ τῆς Μαθῆτατ καὶ ἀμετάχθητα τοῦ Κυρίνου.

76. ποτὲ ὀμῶ ὕψιλοι οὐκοδὲν γραπτεί αἱμάζουσθω τοιοῦτας τοιοῦτα ἐπάνω τοῖς ῥακὰ τετελεύτηκασιν μοι πέρον διότι ἁπίτος ὡστὶ τῶν θεώδων καθήμερον σοι τοσοῦτον ἀ Σαβαὼθ κύκλῳ Βοσανηργές ῥαββὶ.

77. δέδυχεν εἰς τὸν στάμνον ἐξωσμαθῶ τρίτον ὅτε ὑπηρετεῖ οἶον.

78. καθὰ εἴπερ ἀξίως τετήρηκας ἐκεῖνο ἰδοὺ ἰδοὺ ἡγάπηκας.

79. κατέναντι αὐτῶ ἀκεμάζουμεν ἀρὰ ὑποκάτω ἀετῷ μομάζομαισιν ὅτε ὡς ὅσος μετὰ ὡς ἐὰν ἐναντίον οὐΚαῦδα ἐμαυτοῦ δεδοὺλευχεν ὡς.

80. ἡχὶ ὡς στολὴ ἐκεῖνων στερεύσετε ἐξω κηλεύει σκυθρωπὸς ὅθεν τοῦ θαμαζόντος τίνα κυβερνήσεως.

81. ῥαββὶ διότι ἡγάπηκέν μεν εὖρικεν Ἡλίαν ὁ Ἀράχσος μεσεμβριαν σχήμα ὁλολόων διότι ῥαββὶ ὡσθαὶ οἰς πολυτελεσιν ὁ διαμερισμός λελάθηκεν ὃν Μανᾶην κήρτημεν.

82. μόνον εὐχαριστοῦσι με.

83. ἡπόρρηκεν κάκει δεύτῳ διηχοσταία ὁ λέοντας ὅφη ἀπὸν Συγχέμ ἐπὶ τῷ ἀμετανόητον μανθάοιν Σαβαὼθ Ἡλί ἐπειδὴ ῥακὰ ταχεῖως Μαθῆτα τεσσεράκοντα.

84. ἐμοιχεύον ἐπεί ἐπισεθαὶ τοιούτους τεσσεράκοντα Μαθᾶν.

85. δὲ ὁμοροχεῖν ἡ Ἡλί τῇ Βοσανηργές ὅταν πέποιμεν ἡ Ἡλί τῷ Ἀράχῳ ἐκεῖνης ἐπεί μεμαρτύρηκεν ὃν ἱδρώτα ἐαυτὸν τετελείωκεν ὁ γόνι ξώ τοῦ Γεθσημανὶ ὁ.
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86. ο πρώτος ήγιασταν ζημιών θάρρη νενίκηκε σε Σαβαώθ
87. έσυρον πληθ οι μεγαλοπρεπείς οι δεδομένων Συχέμ μοσχοποιείει γάρ κακῶς έρειδέι αὐτῷ βεβάλισαν τόν θήραν
88. μή εἰσιτομεῖν οίς ἐκεῖναι ὑπερέχειναι ἂν Ἐβραίστι γαμέτει ἐγώ ἔσω ἢν ἐτί φημι αὐτῷ ἐσοῦ οὐ οὗ ἐνδώμησεσι σεῖτε τοσοῦτος ποσᾶς μάχοις ἐγγύς ὡς κατήγορον αὐτοῦ
89. φυσικῶς ἀφιλάργυρον καθάπερ ἐνεκα τῇ Συχέμ ποίου τοιχαροῦ ἡδέως ἃν ἢ Φλί τινι λέλυται πλησίον ἐκείνας τελευτῶν ἀλλήλους τὴν ἑαυτῶν Μαθθάτ οὐν ἑαυτῶν πτώσιν ὡς τῶν συγγνώμην ἄμα τοῦτο πῶς ἢν ὁφεὶ ὅσια μήτε μηδὲ ὁμοίως μεμαρτύρηκα ἐκείνας ὑποκάτω ή Μαθθάτ Ιουδαίως βαστάζουμε ὡσπερει καθεξῆς ἐχαρτοφορόμεθα πολιτεύουμε εἰ ἢ Ααρών τοιοῦτῃ πλῆν ἐκάστοτε κατά Σαβαώθ κεκληρονόμηκεν πόσους πού εὐρίσκω προὶ μέχρις ἔσπαρσθε ὡς ὡσπερ λελατώμησθε ἐκτὸς ῥοάκα
90. δεύρῳ κοινωνείς οἰκτήριον ο ἐσπαργάνωμενος ἐσω οὐ βαβί
91. ἢτις διόπερ καθὼς γεγράκεν ξεχρηματίσται υψίστον τοίχον ἐστενάζετο μέχρις τοιοῦτον
92. κεκοδωκος ὅθεν ἐκότος ὧς οὐν Μαθθάτ συκάμινος σέσωκεν ἐκτὸς οὐ Καῦδα βαβί Ναζαρηνὴν νουθετούν ἐστασάει οὐ̣ε σύμφωνον ἢν Καῦδα ἐκείνη κεκαθάρτα μὴ πλῆν Ἐμμανουὴλ
93. πατροπαράδοτον δὲ λελατόμημενς μεμέρικασιν μοι ὁλιγωρουμένους οἷς
94. ἢρπακετε ὅπιος ἢ Βοανηγές τῇ εὐαβεί
95. κεχώρηκεν διόπερ κατὰ ἀλλήλους οί οἱ ἡφιστοὶ τίνες ὅσους ἐλευθερότετε ἐπάνω ἐκείνους καυχόσιμοντες
96. σφιδρῶς πλήν οἱ ἐμπαιγμὸς μηδαμίῳ σοι ἡδίκηκεν
97. μήποτε δ’ ὁλιγωρή ὁ Μαθθάτ τίνος γεννοῦν ἐγήγερται πέραν ἢ Γεθσημανὶ ἢν ἐμπροσθέν τοῦ περίφηματος τίτκει οὐδὲ ἡλίκων ὅπιος οὐ βαπτίζω
98. ποίο ἦπόρηκεν κεχώρηκεν
99. εἴτε κεκλυκεν τοιοῦτῳ οἴκετεία ἄτερ Σαβαώθ ἐρωτάται τούτο εὐπρόσδεκτον μωμάμαν
100. πλὴν τοιοῦτο γεγένημεθα

D.2 Semantic Sentence Generation Test Suite

1. γάρ μή μή ἄλλα ἄλλα λοιπῶς πειρασμός
2. ὧτι σήμερον γίνομασμεν μετὰ ἐνδέχατος ἀριθμῶς ἢ ὁρίζειν
3. οὐ ἠως μῆτη ὡστε καί ἐν χιώνων ὁρώσσουσιν
4. καὶ εἰμεθεὶ σε ἐνταλμα ὡς Où Nai μενοῦν
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59. μήπως περιέχεις ήν τίν αι ἐνεγκαλεσαι ἢ τίν 
60. οὐ διὰ λεία ἐλευθερών ἐστιν ἐλεφθέρων γιατί ἢ 
61. τε δέ ναις τειχίσεως μονής ἐνεπλεπομενοῖς οὐκ ἢ 
62. μήτε ἢν πλοῖῳ πεπελάλλων ἐνεπλεπομενοῖς οὐκ 
63. τέ γεγένητιν τοις ἐναντίως ἐκείνους πεπελάλλων οὐκ 
64. ἐκείνους πεπελάλλων ἐνεπλεπομενοῖς πεπελάλλων ἐκεί 
65. γὰρ μὴ ἀλλὰ μῆτε πάντοτε προσελθή 
66. σὺν ὑμῖν διὰ τῆς ἴδιας ἀπαραφαίσ 
67. ἂν μήτε ἢ μὴ ἔχεις γάλα 
68. ὦ ὁ παῖ διὰ τὸ ἐναποθάκωσ 
69. γὰρ μὴ ἐναποθάκωσ 
70. δὲ λειτουργεῖ ἡ τῆς ἀπαραφαίσ 
71. ὁ παῖς τῆς τοῖς ἕτερα 
72. ὃς ἐναποθάκωσ 
73. σὺν γὰρ μήτε ἢ τῆς ἴδι 
74. μὴν ἐναποθάκωσ 
75. τοῦ τόπου τοῖς ἕτερα 
76. ἐναποθάκωσ 
77. τοῦ τοῖς ἕτερα 
78. ὃς ἐναποθάκωσ 
79. τοῦ τόπου τοῖς ἕτερα 
80. ἐναποθάκωσ 
81. τοῦ τόπου τοῖς ἕτερα 
82. ὃς ἐναποθάκωσ 
83. τοῦ τόπου τοῖς ἕτερα 
84. γὰρ μήτε ἢ τῆς ἴδι 
85. ἀν τέ ἢ τῶν ἐστιν κύκλων 
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86. οὖτως ἔχτην ἐπὶ τρίς δὲ σφόδρα
87. οὖτε μή ἁμα κόλασεις ὅταν εἶμομεναι
88. οὗ οὗ ἡ λαναγχαζέν εὰν πῶς ἀπεκνον
89. μήποτε οὗ εἶνεκεν πράξει ἄλλα εἰεῖται συντέλεια τρὶς τρίτον
90. γὰρ οὐχὶ μὴγε χάνν ἢ λύτρων
91. κάχεῖ ἡείουμην ἀπὸ οὗ τρίτος τριάκοντα
92. κάχεῖθεν ἐσομασμα τῆς ἰδίως ὅργῆς δὲ ἐνθύμησεως
93. κατὰ γένεσεις κέχρικαν μήτε μηκέτι χρονοῦσιν κέχρικαν
94. ότι προὶ γίνομομενὴν ἐνδέκατην οὐδὲ δάκτυλον
95. οἱ λόγωι ἐννείθεν ὅσον γέγονατε οὐδίτα
96. ἢνα ἑγγύς γεγένηται ἕνα ἐννέα οὐδὲ αἶματων
97. οὗτως τρίτον δεκατέσσαρες περὶ ὁ τρίς ἄξ
98. ότι οὗ μήτι δὲ χάν λαίλαπος οὔτε μάστιγος
99. καὶ δίλην ἐξείνην γίνομαιν μόνην γίνομαις πάντοθεν
100. γεγένησθε κέχρικον ἀριθμὸς οὐδέ τέσσαρες στροφὰ
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